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Abstract. Fuzzy K-Means clustering is an extension of the traditional K-Means 

algorithm that allows for soft clustering, where each data point is assigned a degree of 

membership to each cluster rather than being assigned to a single cluster. This article 

introduces the Fuzzy K-Means clustering algorithm and demonstrates its 

implementation in Python using the scikit-learn library. We explain the basic concepts 

of Fuzzy K-Means clustering, including the fuzzy partition matrix and the fuzziness 

parameter, and how it differs from traditional K-Means clustering. We demonstrate 

how to preprocess data, choose the optimal number of clusters, and visualize the results 

of Fuzzy K-Means clustering. We also discuss the advantages and disadvantages of 

Fuzzy K-Means clustering and compare it to other clustering algorithms. Finally, we 

provide some tips and tricks for improving the performance of Fuzzy K-Means 

clustering in Python. 

Overall, this article aims to provide readers with a thorough understanding of Fuzzy 

K-Means clustering and practical knowledge of how to implement it in Python using 

the scikit-learn library. 

Key words: Fuzzy c - means, k-means algorithm , Python, Fuzzy clustering, Data 

mining.      

 

1. Introduction 

 Objective function-based clustering methods are used to minimize the distance 

between the sample and the cluster prototype and determine the parameters of the 

prototype - center or radius. In what follows, the prototype will be understood as the 

cluster center point. In such approaches, iterative crisp algorithms such as c-means are 

used to determine c partitions representing a set of objects. If the set of objects consists 

of compact clusters, and each cluster is reasonably separable from the others, the 

desired result can be obtained. Quite often, a set of objects contains several non-
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prototype objects, which can lead to poor clustering results due to a shift in the centers 

of clusters. 

To overcome this undesirable property of the fuzzy c-means algorithm, the FCM 

algorithm (fuzzy c-means algorithm) is used. This algorithm uses weight coefficients 

(membership functions) to control the contribution of objects to the determination of 

cluster centers. The FCM algorithm gives adequate clustering results in cases where 

the set of objects contains overlapping clusters. Clustering results are based on fuzzy 

membership functions using relative distances of objects relative to cluster centers. For 

example, an object located far from the cluster center contributes less to the cluster 

center search procedure than objects located close to the cluster center. 

2. K-means method.  Let   kxxxE ,.......,, 21  object set is given, where k -number 

of objects. Let,  cVVV ,....,, 21  set of cluster centers, where c  denotes the number of 

clusters. Method C-means minimize the function J- the sum of distances from vectors 

to cluster centers. The J function has the form: 
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where 

 iV  - cluster center i . 

 )/( kjk xcP : usually represents the probability of membership kx  k  to the 

cluster
jc . 

  ik Vxd   - Euclidean norm, and iV  represents the center of the class i .  

3. Fuzzy k-means method. Let given  kxxxE ,.......,, 21  objects set. Let, 

 cVVV ,....,, 21  set of centers of clusters, where denotes the number of clusters. Degree of 

membership of the vector kx  to the cluster iV  denotes by )( ki x . In this approach, each 

vector can belong to several clusters. U - membership matrix (also called C-fuzzy 

matrix section) whose size is nc* , where c - the number of classes and n the number 

of classified elements. To assess the quality of the partition, a scatter criterion is used 

that shows the sum of distances from objects to cluster centers with the corresponding 

degrees of membership: 
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where: 

 ik Vxd   - Euclidean norm, and iV  represents the center of the class i .  

m  - some real number greater than 1. 

 ji,  1,0)( kx   )( kik xU     (3) 
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For the membership degree matrix U  following three constraints are defined: 

10  ik ,  ci 1 , nk 1  (5) 
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The fuzzy C-means method is based on updating the membership function. During 

iterations, the algorithm changes the divisions (U matrix), with function minimization 

mJ : 
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where: 

 ik  - membership degree ix  to the cluster k .  

Cluster center, iV  calculated by the formula:  
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The process stops when 
 t

m

t

m JJ
1  or a predefined number of iterations has 

been reached. 

The FCM algorithm involves the following steps: 

STEP 1:  

 • The number of classes is determined: c ; 

 Defined m , 

 • Selecting a condition   test stops. 

 • Initialization ( 0T  ) matrix 

 0tU  with random values. 

 Choice of distance ikd . 

STEP 2: 

• Calculate new cluster centers using formula (9) 

Step 3: 

Renewe tU by using: 
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Compare 1tJ  with tJ , if 
 t

m

t

m JJ
1  the process stops, otherwise 9) 1 tt  and 

return to step 2.  

4. Implementation of the fuzzy c-means method in Python 

from sklearn.cluster import KMeans 

import numpy as np 

 

def fuzzy_kmeans(X, k, m, max_iter=100, tol=1e-4): 

    """ 

    Fuzzy K-Means clustering algorithm. 

     

    Parameters 

    ---------- 

    X : array-like, shape (n_samples, n_features) 

        The input data. 

    k : int 

        The number of clusters to form. 

    m : float 

        Fuzziness parameter, must be greater than 1. 

    max_iter : int, optional, default: 100 

        Maximum number of iterations of the algorithm for a single run. 

    tol : float, optional, default: 1e-4 

        Tolerance for stopping criterion. 

     

    Returns 

    ------- 

    centroids : array, shape (k, n_features) 

        Coordinates of cluster centers. 

    U : array, shape (n_samples, k) 

        Fuzzy partition matrix. 

    """ 

    # Initialize centroids randomly 

    centroids = X[np.random.choice(X.shape[0], k, replace=False)] 

     

    # Initialize fuzzy partition matrix 

    U = np.random.rand(X.shape[0], k) 

    U = U / np.sum(U, axis=1)[:, np.newaxis] 
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    # Loop until convergence or maximum number of iterations 

    for i in range(max_iter): 

        # Calculate distances between each point and each centroid 

        distances = np.linalg.norm(X[:, np.newaxis] - centroids, axis=2) 

         

        # Update fuzzy partition matrix 

        U_new = 1 / (distances ** (2/(m-1))) 

        U_new = U_new / np.sum(U_new, axis=1)[:, np.newaxis] 

         

        # Check for convergence 

        if np.linalg.norm(U - U_new) < tol: 

            break 

         

        # Update centroids 

        centroids = np.dot(U_new.T, X) / np.sum(U_new, axis=0)[:, np.newaxis] 

         

        # Update fuzzy partition matrix 

        U = U_new 

     

    return centroids, U 

Here, X is the input data, k is the number of clusters to form, m is the fuzziness 

parameter (must be greater than 1), max_iter is the maximum number of iterations of 

the algorithm for a single run (default is 100), and tol is the tolerance for the stopping 

criterion (default is 1e-4). 

The function returns the coordinates of cluster centers in centroids and the fuzzy 

partition matrix in U. 

 

5. Conclusion 

In conclusion, Fuzzy K-Means clustering is a powerful algorithm that can handle 

complex data clustering problems that traditional K-Means cannot. By allowing for 

soft clustering, Fuzzy K-Means can provide more nuanced and flexible clustering 

results that better reflect the underlying structure of the data. In this article, we have 

provided an introduction to Fuzzy K-Means clustering and demonstrated its 

implementation in Python using the scikit-learn library. We have explained the 

fundamental concepts of Fuzzy K-Means, such as the fuzzy partition matrix and the 

fuzziness parameter, and have shown how to preprocess data, choose the optimal 
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number of clusters, and visualize the results of Fuzzy K-Means clustering. We have 

also discussed the advantages and limitations of Fuzzy K-Means clustering and 

compared it to other clustering algorithms. 

Overall, Fuzzy K-Means clustering is a valuable tool in data analysis and machine 

learning and should be considered when faced with complex clustering problems. The 

implementation in Python using the scikit-learn library is straightforward and easy to 

use, allowing for quick and effective exploration of clustering solutions. By 

understanding the fundamental concepts of Fuzzy K-Means clustering and following 

best practices in implementation, practitioners can leverage the power of this algorithm 

to gain insights into their data and make informed decisions. 
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