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Annotation

In this article, we investigate the use of statistical methods for identifying the
sentences in a document that describe one or more instance of a specified event type.
We treat this task as a text classification problem where each sentence is either
classified as one that contains an instance of the target event or one that does not. Event
classification at a sentence level is a very challenging task. We estimate a series of uni-
gram new models using three essential smoothing approaches, and investigate their
overall behavior on classification performance.
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KJIACCU®UKAIIMS COBBITUI HA YPOBHE ITPE/]JIOXKEHUS B
HECTPYKTYPUPOBAHHBIX KOHTEKCTAX

bexoyouesa Ilapeuna llloxpyxoena
Yuumenv Camapranockoeo 2oc.
UHCIUMYM UHOCMPAHHBIX A3bIKO8
JIymgpueea Amuna Cagpouoounosna
Maeucmpanm Camapkanockozo 2oc.
UHCIUMYM UHOCMPAHHBIX A3bIKOS

AHHOTAUA

B 3710l cTatbe MBI HCCIIEAYEM UCIOIb30BAaHUE CTATUCTUYECKUX METOAOB IS
BBISIBJICHUSI IIPEIJIOKEHUM B JOKYMEHTE, OIHCHIBAIOIIUX OJWH WIM HECKOJIBKO
AK3EMIUISIPOB ONPEJIETIEHHOr0 TUMa COOBITHS. MBI paccMaTpuBaeM 3Ty 3aJady Kak
npobiemMy KiacCU(pUKAIIMU TEKCTa, TNIe KaXJA0e MPEIORKEHUE KIaCCUPUIIUPYETCS
b0 Kak cojiepkaliee SK3eMIUISIp 1IeJIEBOr0 COOBITHS, TUOO KaK HE COJlepKalllee ero.
Knaccudukanuss coObITHII Ha ypOBHE MNPEIIOKEHUN SBISETCS OYEHb CIIOKHOU
3amaueil. Ml OLIeHMBAEM psAJl HOBBIX MOJENIEH YHUIPaMM, UCIIONb3Ysl TPU OCHOBHBIX
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MoAX0Ja K CIVIAKMBAHUIO, U HCCIEAyeM HX oOIiee BiIusHUE Ha 3(P(EKTUBHOCTH
KJIacCCU(UKAIUU.

Kiw4deBble ci10Ba: METOA OINOPHBIX BEKTOPOB, BEPOATHOCTHOE SI3BIKOBOE
MOJCIUPOBAHUE, MPEMAJIOKEHUE MO COOBITUIO, MPEAJoKEHUE 0e3 COOBITUSI, METOH
00pabOTKH €CTECTBEHHOTO SI3bIKA.

Classifying sentences that describes events is an important task for many natural
language applications such as Question Answering and Text Summarisation. In this
article, we treat event detection as a sentence level text classification problem.

Event detection is a core Natural Language Processing (NLP) task that focuses on
the automatic identification and classification of various event types in text. This task
has applications in automatic Question Answering (QA), Text Summarisation and
more recently in the context of Semantic Web Retrieval. For example, event
recognition is a core task in QA since the majority of web user questions have been
found to relate to events and situations in the world

Three event detection approaches are explored in this article. Firstly, we train a
Support Vector Machine (SVM) using a variety of term, lexical and additional event
based features to encode each training or test instance. Secondly, we adopt a
probabilistic language modeling approach that captures how descriptions of event
instances in text are likely to be generated. One advantage of language modeling for
text classification is that instead of explicitly pre-computing features and selecting a
subset based on arbitrary decisions (as is often the case with standard classification
learning approaches), the language modeling approach considers all terms occurring in
the text as candidate features, and implicitly estimates the contribution of each feature
in the final model. For example, if the target event is Die, we want our system to extract
sentences such as “5 people were killed in the explosion” and “A young boy and his
mother were found dead on Wednesday evening”. However, that classifier must also
be able to detect complex cases such as: “An ambulance rushed the soldier to hospital,
but efforts to save him failed” and reject instances such as “Fragmentation mines have
a killing range of 100 feet”. A naive system that selects only sentences that contain
terms connected with death such as “kill’, ‘die’ or ‘execute’ as positive instances may
catch many positive instances.

The aim of the third event detection system investigated in this article is to
evaluate the effectiveness of such a shallow NLP approach by developing a manual
rule-based system, which finds sentences connected to a target event type using a hand
crafted list of ‘trigger’ terms. This system is compared with the SVM and uni-gram
language models in order to investigate how the performance of such a manual
approach compares against more sophisticated supervised techniques.
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We investigated the task of determining whether a given sentence describes an
instance of the target event as a binary text classification task where it is assigned one
of the following classes:

» On-Event Sentence: a sentence that contains one or more instances of the target
event type.

 Off-Event Sentence: a sentence that does not contain any instances of the target
event type.

Sentence-level event extraction aims to identify events in a long text with pre-
specified types and corresponding event-specific argument roles. Generating sentence-
level events is beneficial for a variety of natural language processing downstream tasks,
such as knowledge base construction, article summarization and question answering,
since it can produce valuable structured information. However, the complex logic
structures in long documents have made it a more challenging task than sentence-level
event extraction that extracts the event from the sentence.
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